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Abstract 7 

This project aims to explore if neurons and neural networks can be modeled 8 
and simulated using Memristors. Recent literature shows a rigorous and 9 
comprehensive nonlinear circuit-theoretic foundation for the memristive 10 
Hodgkin–Huxley Axon Circuit model [1]. Also analog hardware 11 
architecture of a memristor bridge synapse-based multilayer neural network 12 
and its learning scheme has been presented in [2-3]. In order to analyze and 13 
design memristive circuits, a laplace domain expression has been derived in 14 
[4]. This project combines these works together to analyze and derive 15 
equations for memristive Hodgkin-Huxley axons and memristive synapses. 16 
These equations can then be used for modeling and simulating simple 17 
neural networks and possibly associative learning. 18 

 19 

1 Introduction  20 

Memristor behaves like a „resistor with memory‟ and has unique properties not found in the 21 
other basic circuit elements – resistor, capacitor and inductor. Unique properties of 22 
memristors could possibly be used in non-volatile memories and neuromorphic computing 23 
and drastically reduce area and power dissipation. 24 
 25 

1 .1  Wha t  i s  M emr is ta nce?  26 

There are four fundamental variables in circuit theory, Charge (Q), Flux linkage (Φ), Current 27 
(I) and Voltage (V), which give rise to siz relations out of which five are well known, 28 

𝑞(𝑡) =  ∫ 𝑖(𝜏)𝑑𝜏
𝑡

−∞

     𝜙(𝑡) = ∫ 𝑣(𝜏)𝑑𝜏
𝑡

−∞

     𝑅 =
𝑑𝑣

𝑑𝑖
     𝐿 =

𝑑𝜙

𝑑𝑖
     𝐶 =

𝑑𝑞

𝑑𝑣
  

From symmetry arguments, the 6
th

 relation between charge and flux linkage gives the fourth 29 
fundamental passive non-linear circuit element called MEMRISTOR (M). 30 

𝑀 =
𝑑𝜙

𝑑𝑞
   𝑤𝑒𝑟𝑒 𝑑𝜙 = 𝑣𝑑𝑡 𝑎𝑛𝑑 𝑑𝑞 = 𝑖𝑑𝑡 

∴ 𝑀(𝑞) =
𝑣(𝑡)𝑑𝑡

𝑖(𝑡)𝑑𝑡
=

𝑣(𝑡)

𝑖(𝑡)
≡ 𝑅 



Memristor cannot be realized using any linear combination of R, L and C. Memristor is the 31 
only passive element that exhibits hysteresis behavior [5]. 32 

 33 

1 .2   F ir s t  M emri s to r Dev ice  34 

The first Memristor device was fabricated at Hewlett-Packard (HP) Labs and reported in the 35 
Journal, Nature in 2008 [6]. 36 

 37 

Figure 1. a) Cross section of the first TiO2 based Memristor device 38 
b) Symbol for Memristor 39 

The device is made of TiO2 along with TiO2-x, a slight variant in doping. The device of 40 
length D (nm) is separated into two sections, one section of width w (nm) that has TiO 2-x 41 
doping and another section of width D-w (nm) that has TiO2 doping. In this device, the 42 
memristor width, w, is the state variable since it changes with time depending on the input 43 
stimulus current. µv is the dopant mobility. The TiO2-x section has a resistance of RON and the 44 
TiO2 section has resistance, ROFF. Typical values for the device parameters are, µv = 10

-14
 45 

m
2
/Vs, RON = 116Ω, ROFF = 16KΩ and D = 10nm. 46 

Hence the voltage across the memristor at any time t, when a current stimulus i(t) is applied, 47 
is given by, 48 

𝑣(𝑡) = *𝑅𝑂𝑁

𝑤(𝑡)

𝐷
+ 𝑅𝑂𝐹𝐹  (1 −

𝑤(𝑡)

𝐷
)+ 𝑖(𝑡) 

𝑆𝑖𝑛𝑐𝑒 𝑣(𝑡) =
𝑑𝜙(𝑞)

𝑑𝑞
𝑖(𝑡) ≡ 𝑀(𝑞)𝑖(𝑡),        𝑀(𝑞) = 𝑅𝑂𝑁

𝑤(𝑡)

𝐷
+ 𝑅𝑂𝐹𝐹  (1 −

𝑤(𝑡)

𝐷
)  

The state variable changes with time as follows, 49 

𝑑𝑤

𝑑𝑡
= 𝜇𝑉

𝑅𝑂𝑁

𝐷
𝑖(𝑡)𝐹𝑝(𝑤)   𝑤𝑒𝑟𝑒 𝐹𝑝(𝑤) = 1 − (2

𝑤

𝐷
− 1)

2𝑝

 

𝐻𝑒𝑛𝑐𝑒 𝑤(𝑡) = 𝜇𝑉

𝑅𝑂𝑁

𝐷
∫ 𝑖(𝜏)𝑑𝜏

𝑡

0

+ 𝑤0 = 𝜇𝑉

𝑅𝑂𝑁

𝐷
𝑞(𝑡) + 𝑤0 

From the above equation, we see that the state variable, w is a function of charge and thus 50 
memristance, M, is a function of charge. Memristive behavior is similar to the voltage 51 
controlled channel conductances in the Hodgkin-Huxley Neuron Model. 52 

 53 

1 .3  Pro jec t  Objec t iv es  54 

 Develop a Memristor Model in Python 55 
 Propose a prospective Memristor based neuron model 56 



 Simulate Memristor bridge for synaptic weight adjustment  57 
 Simulate Neural network with Memristive neuron node and bridge  58 
 Demonstrate associative learning using Memristors 59 
 Develop a HSPICE model for Memristor simulation in Cadence 60 
 Simulate circuits in Cadence with proper biasing of transistors  61 

 62 

2 Model ing in Python  63 

 64 

2 .1  M emri s to r dev ice  mo d e l  65 

Python code is used to implement a Memristor model using device equations and odeint 66 
function to calculate change in the width of Memristor – state variable. The code uses actual 67 
values for device dimensions, On/Off Resistance etc., to compute the memristance value. 68 
Some gain adjustments are required to get signals in the desired range. This proves to be a 69 
challenge when implementing circuits in Cadence. 70 

      71 
   (a)         (b)  72 

Figure 2. a) Output of a current controlled memristor  model (b) Memristor Hysteresis Loop  73 

 74 

2 .2  Lea ky  Integ ra te  a nd  F ire  Neuro n  M o de l  75 

The most common model used to mimic a neuron generating action potentials in circuits is 76 
the Leaky-Integrate-and-Fire (LIF) Model. 77 

 78 

(a)                    (b)  79 
Figure 3. a) Circuit diagram of Leaky Integrate and Fire Neuron (LIF) model  80 

(b) Action Potential voltage output of LIF model for input stimulus current of 3.5µA. 81 

The differential equation that describes the output membrane voltage variation with time is 82 
given by, 83 

𝐶𝑚

𝑑𝑉𝑚

𝑑𝑡
=

𝑉𝑚 − 𝐸𝑚

𝑅𝑚

+ 𝐼𝐸𝑋𝑇  



The spiking frequency of the LIF neuron output is given by,  84 

𝑓𝑠𝑝𝑖𝑘𝑒 =
1

𝑇
= [𝑡𝑟𝑒𝑓 + 𝑅𝑚𝐶𝑚 ln (

𝑅𝑚𝐼𝐸𝑋𝑇 − 𝑉𝑟𝑒𝑠𝑒𝑡

𝑅𝑚𝐼𝐸𝑋𝑇 − 𝑉𝑡ℎ

)]
−1

 

 85 

2 .3  M o di f i ed  LIF Neu ro n  M o de l  us ing  M e mris to rs  86 

A modified version of the conventional LIF model is proposed. This model uses one or 87 
multiple memristors to mimic the non-linear voltage controlled channel conductance as 88 
described in the Hodgkin-Huxley neuron model. Whereas in LIF model, a simple resistor is 89 
used, this gives only a constant conductance.  90 

Figure 4 is the circuit schematic for the new neuron model based on memristor. An external 91 
DC current acts as stimulus to create a voltage ramp when dumped on the membrane 92 
capacitance, initially reset to 0V. This small signal voltage ramp is converted to a small 93 
signal current ramp using the gm of an appropriately biased PMOS transistor. This small 94 
signal current is then dropped on a Memristor, M. The voltage across the memristor is the 95 
output voltage of the neuron. A reference bias current is used to bias the transistors in the 96 
correct region of operation. 97 

 98 

Figure 4. Circuit diagram of the modified LIF Neuron using Memristor 99 

Circuit analysis of the above schematic gives the following equations, 100 

𝑖𝑀(𝑡) = 𝑔𝑚𝑣𝑖𝑛(𝑡) = 𝑔𝑚

𝐼𝐸𝑋𝑇

𝐶𝑚

𝑡 + 𝑣𝑖𝑛(0),    𝑤𝑒𝑟𝑒 𝑔𝑚 = √(2𝛽𝐼𝐵𝐼𝐴𝑆) 

𝑣𝑜𝑢𝑡(𝑡) = 𝑣𝑀(𝑡) = 𝑀(𝑡)𝑖(𝑡) = 𝑀(𝑡)𝑔𝑚𝑣𝑖𝑛(𝑡) 𝑤𝑒𝑟𝑒 𝑀(𝑡) = 𝑅𝑂𝑁

𝑤(𝑡)

𝐷
+ 𝑅𝑂𝐹𝐹 (1 −

𝑤(𝑡)

𝐷
) 

The rate of change of the state variable – Memristor width, will be directly proportional to 101 
the time of the input current ramp. Hence, width itself will be proportional to the square of 102 
the time. This in turn makes Memristance, M to decrease inverse-square with time from the 103 
initial value to the minimum value, RON for the maximum width w = D. 104 

𝑑𝑤(𝑡)

𝑑𝑡
= 𝜇𝑉

𝑅𝑂𝑁

𝐷
 𝑖(𝑡)𝐹𝑝(𝑤) = 𝜇𝑉

𝑅𝑂𝑁

𝐷
(𝑔𝑚

𝐼𝐸𝑋𝑇

𝐶𝑚

𝑡) [1 − (
2𝑤

𝐷
− 1)]

2𝑝

 

𝑤(𝑡) = 𝜇𝑉

𝑅𝑂𝑁

𝐷
∫ 𝑖(𝜏)𝑑𝜏

𝑡

0

+ 𝑤0 = 𝜇𝑉

𝑅𝑂𝑁

2𝐷
(𝑔𝑚

𝐼𝐸𝑋𝑇

𝐶𝑚

𝑡2) [1 − (
2𝑤

𝐷
− 1)]

2𝑝

+ 𝑤0 

 105 

 106 



Finally the output voltage is, 107 

𝑣𝑜𝑢𝑡(𝑡) = *𝑅𝑂𝑁

𝑤(𝑡)

𝐷
+ 𝑅𝑂𝐹𝐹 (1 −

𝑤(𝑡)

𝐷
)+ 𝑔𝑚

𝐼𝐸𝑋𝑇

𝐶𝑚

𝑡 

This equation when plotted gives a single action potential, similar to that of a biological 108 
neuron. Now, if this voltage can be reset by detecting when it crosses a threshold and then 109 
pull down the capacitor to 0V and start a new cycle again, we can get continuous action 110 
potentials fired as long as there is an external injected current.  This reset mechanism is done 111 
using a NMOS pull down transistor as shown in Figure 4. Figure 5 shows the action 112 
potential waveforms generated using this model for different values of stimulus current, 1µA 113 
and 5µA. 114 

 115 

(a)                   (b)  116 
Figure 5. Action Potential voltage output of modified LIF model for input stimulus current of  117 

a) 1µA  and b) 5µA. 118 

This model can be extended further to represent higher powers of the state variable , as seen 119 
in the Hodgkin-Huxley model where the Na channel current is proportional to the 3

rd
 power 120 

of the rate factor, m and the K channel current is proportional to the 4
th

 power of the rate 121 
factor, n. The extended version is shown in Figure 6 below,  122 

 123 

Figure 6. Circuit diagram of extended version of the modified LIF Neuron using Memristors  124 

The output voltage of each stage is then given by,  125 

𝑣1(𝑡) = 𝑀1(𝑡)𝑖1(𝑡) = 𝑀1(𝑡)𝑔𝑚1
𝑣𝑖𝑛(𝑡) 

𝑣2(𝑡) = 𝑀2(𝑡)𝑖2(𝑡) = 𝑀2(𝑡)𝑔𝑚2
𝑣1(𝑡) = 𝑀1(𝑡)𝑀2(𝑡)𝑔𝑚1

𝑔𝑚2
𝑣𝑖𝑛(𝑡) 



Extending further, for N stages, the output voltage will be, 126 

𝑣𝑁(𝑡) = 𝑀𝑁(𝑡)𝑖𝑁(𝑡) = [𝑀(𝑡)𝑔𝑚]𝑁𝑣𝑖𝑛(𝑡) 

From above equation, we can see that the voltage is dependent on the Nth power of 127 
Memristance state variable, w. Thus this model can be designed to have state variables very 128 
similar to the channel conductance in the Hodgkin-Huxley model. 129 

 130 

2 .4  M emri s t iv e  B r idg e  fo r Sy na pt ic  Weig ht  Adju st ment  131 

A memristive bridge made of four memrsitors as shown in Figure 7 can be used to 132 
implement the neural synapse. Vb is the bias voltage required to set the magnitude of the 133 
output differential current using the differential pair.  134 

 135 

Figure 7. Memristor bridge for Synapse weight adjustment 136 

The weight of the synapse, Wsyn, will then be given by, 137 

𝑉𝑜𝑢𝑡 = 𝑉𝐴 − 𝑉𝐵 = 𝑊𝑠𝑦𝑛𝑉𝑖𝑛           𝑤𝑒𝑟𝑒 𝑊𝑠𝑦𝑛 =  (
𝑀2

𝑀1 + 𝑀2
−

𝑀4

𝑀3 + 𝑀4
) 

The differential output current, generated by the differential pair with trans -conductance gm,  138 

𝑖𝑜𝑢𝑡 = 𝑖𝑜𝑢𝑡
+ − 𝑖𝑜𝑢𝑡

− =
1

2
𝑔𝑚𝑊𝑠𝑦𝑛𝑉𝑖𝑛 − (−

1

2
𝑔𝑚𝑊𝑠𝑦𝑛𝑉𝑖𝑛) = 𝑔𝑚𝑊𝑠𝑦𝑛𝑉𝑖𝑛 

 139 

3 Neural  Networks with Memristive Synapses  140 

A neural network consists of one or more neurons connected through synapses and fire 141 
through different interaction mechanisms like feedforward, feedback inhibition or excitation. 142 
The weight of the synapses can increase or decrease depending on the strength of the activity 143 
between the two neurons which the synapse connects. Thus the output voltage of such 144 
networks is the weighted sum of the input voltages.  145 

 146 

(a)                 (b)  147 
Figure 8. a) A simple neural network with 3 neurons and 2 synapses to demonstrate associative learning 148 

b) Schematic showing the summation of the synaptic outputs using active load and memristor bridge load.  149 



Fro m F ig ure  8 b ) ,  t he  d i ffe r en t i a l  o u tp u t  c ur r en t  and  o u tp u t  vo l t age  a t  t he  150 

o u tp u t  o f  t he  N  s y n ap t i c  co nnec t io n s  i s  g i ven  b y,  151 

𝑖𝑜𝑢𝑡 = ∑ 𝑔𝑚𝑊𝑠𝑦𝑛
𝐾 𝑉𝑖𝑛

𝐾

𝑁

𝐾=1

                   𝑉𝑜𝑢𝑡 = 𝑅𝐿 ∑ 𝑔𝑚𝑊𝑠𝑦𝑛
𝐾 𝑉𝑖𝑛

𝐾

𝑁

𝐾=1

 

However, the voltage range of Vout is limited by the differential pair. 152 

−𝑉𝑆𝑆 + 2𝑉𝑡ℎ ≤ 𝑉𝑂𝑈𝑇 ≤ 𝑉𝐷𝐷 − 2𝑉𝑡ℎ 
T he re fo re ,  t he  o u tp u t  vo l t age  r a nge  o f  t he  n eura l  ne t wo r k  i s  c l ip p ed  to  a  153 

V m a x  a nd  V m i n .  154 

𝑉𝑜𝑢𝑡 = 𝑅𝐿𝐼𝑜𝑢𝑡 ,     𝑖𝑓 
(−𝑉𝑆𝑆 + 2𝑉𝑡ℎ)

𝑅𝑂𝑈𝑇

≤ 𝐼𝑜𝑢𝑡 ≤
(𝑉𝐷𝐷 − 2𝑉𝑡ℎ)

𝑅𝑂𝑈𝑇

  

𝑉𝑜𝑢𝑡 = 𝑉𝑚𝑎𝑥 ,       𝑖𝑓 
(𝑉𝐷𝐷 − 2𝑉𝑡ℎ)

𝑅𝑂𝑈𝑇

≤ 𝐼𝑜𝑢𝑡        𝑉𝑜𝑢𝑡 = 𝑉𝑚𝑖𝑛 ,       𝑖𝑓 𝐼𝑜𝑢𝑡 ≤
(−𝑉𝑆𝑆 + 2𝑉𝑡ℎ)

𝑅𝑂𝑈𝑇

 

 155 

3 .1  Neura l  Netw o rk s i mu l a t io n  w i th  LIF Neuro ns  156 

The neural network given in Figure 8a) was simulated using LIF neurons and memristive 157 
synapses. Neuron 1 was given a positive stimulus current to increase the weight of the 158 
synapse connecting Neurons 1 and 3. In contrast, Neuron 2 was given a negative stimulus 159 
current to decrease the weight of the synapse connecting Neurons 2 and 3.  Figure 9a) shows 160 
the change in the widths and Memristance of each Memristor in the bridge in Neuron1-161 
Neuron3 synapse. Figure 9b) shows the overall weight of the synapse and the output voltage 162 
of the Neuron1-Neuron3 synapse. Figure 9c) and 9d) show the same waveforms as shown in 163 
9a) and 9b) but for the Neuron2-Neuron3 synapse. Figure 9e) shows the final output voltage 164 
of the neural network. 165 

 166 
(a) (b) 167 

 168 

   (c)              (d) 169 



 170 

(e) 171 
Figure 9. Neural Network simulation with LIF Neurons.  172 

 173 

3 .2  Neura l  Netw o rk s i mu l a t io n  w i th  M o di f i ed  LIF Neuro n s  174 

The neural network given in Figure 8a) was simulated using Modified LIF neurons with 175 
memristors and memristive synapses. Neuron 1 was given a positive stimulus current to 176 
increase the weight of the synapse connecting Neurons 1 and 3. In contrast, Neuron 2  was 177 
given a negative stimulus current to decrease the weight of the synapse connecting Neurons 178 
2 and 3. Figure 10a) shows the change in the widths and Memristance of each Memristor in 179 
the bridge in Neuron1-Neuron3 synapse. Figure 10b) shows the overall weight of the 180 
synapse and the output voltage of the Neuron1-Neuron3 synapse. Figure 10c) and 10d) show 181 
the same waveforms as shown in 10a) and 10b) but for the Neuron2-Neuron3 synapse. 182 
Figure 10e) shows the final output voltage of the neural network.  183 

  184 
(a) (b) 185 

 186 

(c)                (d) 187 



 188 
(e) 189 

Figure 10. Neural Network simulation with LIF Neurons.  190 

The same neural network can be used to demonstrate associative learning for a simple case 191 
as shown in Figure 10 [4, 7]. Here a dog is trained to expect food right after a bell rings and 192 
hence starts salivating. Eventually, after sometime the dog starts salivating even if only the 193 
bell rings. In terms of the synaptic weights, the weight of the synapse connecting the neuron 194 
that fires when the bell rings increases with time until  it is sufficient to cause the output 195 
neuron to fire and initiate salivation. 196 

 197 
Figure 10. Neuron Firing Pattern for different excitation inputs demonstrating associative learning  [7]. 198 

 199 

4 Simulations in  Cadence   200 

The final objective of this project is create Memristor model in SPICE language and use it 201 
for simulating actual circuits using a circuit simulator like Spectre in Cadence Framework . A 202 
SPICE model for the Memristor was created successfully as explained in the next section 203 
[4]. However, implementing actual circuits for the synapse and neuron faced several issues 204 
in convergence. Due to insufficient time to fix these issues and try different approaches, the 205 
circuit simulations could not be completed. Nonetheless, I wish to pursue this as part of my 206 
own interest and aim to simulate them successfully in the near future.  207 

 208 

4 .1  SPICE mo de l  f o r M e mris to r  209 

A compact and configurable SPICE model, based on its charge-flux constitutive 210 
relationships, considers memristance itself as the state variable. The subcircuit takes device 211 
dimensions, resistance boundaries and mobility, as input CDF parameters to compute the 212 
memristance value [8]. Figure 11a) shows the block diagram of the model of the Memristor 213 



and 11b) shows the testbench schematic. Figure 12a) shows the simulated current and 214 
voltage waveforms across the memristor. Finally, Figure 12b) shows the hysteresis loop 215 
generated from these waveforms. 216 

  217 
(a)       (b) 218 

Figure 11. a) Small signal model of Memristor b) Memristor simulation testbench.  219 
 220 

  221 
(a)       (b) 222 

Figure 12. a) Output current of a voltage controlled memristor SPICE model  b) Memristor hysteresis loop.  223 

 224 

5 Summary  225 

A Memristor Model was developed in Python. This model was used to simulate a Memristor 226 
bridge for synaptic weight adjustment in a neural network.  A modified Leaky Integrate and 227 
Fire model was proposed which uses one Memristor as the state element . This model seems 228 
to be better than a simple LIF neuron and can be extended to implement higher  powers of the 229 
state variable. Neural networks with LIF and Memristive neuron node and Memristance 230 
bridge were simulated and compared. Such neural networks can be shown to demonstrate 231 
associative learning. A HSPICE model for Memristor was implemented for simulation in 232 
Cadence. Simulation of circuits in Cadence with proper biasing of transistors is incomplete 233 
due to convergence issues and insufficient time. However, this will be pursued and 234 
completed in the near future. 235 
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Appendix 259 

Schematics in Cadence for Circuit Simulation 260 

 261 

Appendix Figure 1. Schematic of Memristor Synaptic Weight Bridge 262 

 263 

Appendix Figure 2. Schematic of Neural Network Testbench with Neuron and Synapse 264 



 265 

 266 

Appendix Figure 3. Schematic of Neural Network to show Associative Learning 267 


